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Abstract—Focused on reducing capital expenditures by opening the data plane to multiple vendors without impacting performance, node disaggregation is attracting the interest of network operators. Although the SDN paradigm is key for the control of such networks, the increased complexity of multilayer networks strictly requires monitoring/telemetry and data analytics capabilities to assist in creating and operating self-managed (autonomic) networks. Such autonomy greatly reduces operational expenditures, while improving network performance. In this context, a monitoring and data analytics (MDA) architecture consisting of a centralized data storage with data analytics capabilities, together with a generic node agent for monitoring/telemetry supporting disaggregation is presented. A YANG data model that allows to clearly separate responsibilities for monitoring configuration from node configuration is also proposed. The MDA architecture and YANG data models are experimentally demonstrated through three different use cases: i) virtual link creation supported by an optical connection, where monitoring is automatically activated; ii) multilayer self-configuration after BER degradation detection, where a modulation format adaptation is recommended to the SDN controller to minimize errors; this entails the capacity of both the virtual link and the supported MPLS-TP paths; and iii) optical layer self-healing, including failure localization at the optical layer to find the cause of BER degradation. A combination of active and passive monitoring procedures allows to localize the cause of the failure, leading to lightpath rerouting recommendations toward the SDN controller avoiding the failing element(s).

Index Terms—Autonomic networking, active and passive monitoring, disaggregated multilayer networks.

I. INTRODUCTION AND MOTIVATION

Node disaggregation (whitebox) focuses on radically reducing capital expenditures (CAPEX), allowing to create real multi-vendor networks, which at are not just based on control plane interoperability [3], without compromising features and/or network performance. Different levels of disaggregation might be conceived, either at the hardware or software level or both simultaneously; for the sake of generalization, we denote as node a self-contained element exposing certain level of programmability to Software-Defined Networking (SDN) controllers.

Today, packet-layer whiteboxes are becoming a reality, where extensions for optical devices are still in progress [4]. Several initiatives are working on the definition of optical interoperability in Wavelength Division Multiplexing (WDM) and Elastic Optical Networks (EON) scenarios [5], to produce specifications and YANG data models [6], such as OpenROADM [7] and OpenConfig [8]. However, it is unclear how to operate a disaggregated network and whether such disaggregation will increase the complexity of the network thus, increasing operational expenditures (OPEX). Here, the role of monitoring and telemetry is gaining traction as an enabler for real-time self-managed (autonomic) networking [9]. Such autonomic networks will reduce human intervention ultimately reducing OPEX; since network performance information based on measurements is used to identify, isolate, and solve potential issues as quickly as possible, networks will run smoothly. To build autonomic networks, monitoring and telemetry data must be not only gathered from networking devices, but also analyzed for Knowledge Discovery from Data (KDD), so that recommendations to the SDN controller can be produced aiming at improving network performance.

In this regard, passive monitoring techniques are the most-common choice in optical networks, since they entail using non-invasive methods to obtain measurements; examples include measuring Bit Error Rate (BER) in optical transponders, optical power in fiber links, as well as acquiring the optical spectrum in the whole C-band in links using optical spectrum analyzers (OSAs). Nonetheless, some active monitoring techniques are also available at the optical layer; for instance, the authors in [10] proposed to use in-band Optical Supervisory Channel (OSC) devices to monitor BER of 100 Gb/s Dual Polarization Quadrature Phase Shift Keying (DP-QPSK) lightpaths at transit points, i.e., not in the transponders. This technique consists in over-modulating the target lightpath with low-speed low-bandwidth On-Off Keying (OOK) signal in an OSC_TX device at the ingress node. Then, the BER of the OOK signal is measured at intermediate locations by OSC_RX devices using low-speed components, and the BER of the lightpath is estimated through BER correlation curves obtained a priori. A similar technique was recently used in [11] for lightpath commissioning testing.

Regarding architectures supporting monitoring [12], authors in [13] define a distributed data analytics framework so-called CASTOR including extended nodes, which run close to the network nodes, and a big data centralized Monitoring and Data Analytics (MDA) system running in the control and management plane. Extended nodes collect monitoring data records from configured observation points (OP) in the nodes, which can be aggregated therein to reduce the amount of data.
sent toward the MDA system, and for KDD to proactively notify the MDA system about network anomalies and degradations. The result from local KDD processes could be additionally exploited for network-wide control loops, including recovery and re-optimization [14],[15].

In this paper, we extend the architecture in [13]. The MDA system includes the operational databases (e.g., topology and connections) retrieved from the SDN controller, which entails having a complete view of the network. A generic multi-node agent (hypernode) has been conceived to support multilayer disaggregated scenarios; it manages monitoring configuration, data collection, as well as KDD. An autodiscovery function allows retrieving the available monitoring capabilities for each node, as well as already configured OPs. This novel functionality is of paramount importance in brown-field scenarios, where the network is already in operation. Particularly, the contribution of this paper is three-fold:

1) The reference multilayer MPLS-TP-over-optical network architecture is first introduced in Section II, where intra-layer and inter-layer reference interfaces are defined. Three types of nodes are considered to create a partial disaggregated data plane: MPLS-TP switches, optical transponder nodes, and optical switches. The reference interfaces allow defining not only a multilayer network topology, but also physical intra-layer and logical inter-layer connectivity. To this respect, reference interfaces provide primitives to monitor both themselves and associated connections, which can be also enriched with measurements from dedicated monitoring devices like OSAs and OSCs.

2) Section III is devoted to monitoring and data analytics, where the proposed architecture is detailed. A hierarchy of monitoring modules allows bringing distributed and centralized data analytics to the network. A YANG data model specifically designed to manage monitoring, allowing to separate responsibilities when accessing to the node controllers, is proposed. Finally, generic workflows putting together all elements at data/control/management planes are presented.

3) To demonstrate the concepts proposed in the paper three use cases are defined in Section IV, built on top of the workflows presented in Section III. First, a virtual link supported by an optical connection is created. Next, a certain degree of BER degradation in the optical connection is detected and two different workflows are presented for: i) multilayer self-configuration; and ii) optical layer self-healing, including a failure localization procedure based on the combined use of passive and active optical monitoring/telemetry.

The discussion is supported by the experimental demonstration presented in Section V.

II. MULTILAYER NETWORKS: INTERFACES AND MONITORING

As aforementioned, we consider a MPLS-TP-over-optical multilayer network, where the partially disaggregated data plane consists of three elements nodes: the MPLS-TP (L2) switch, the Transponder (TP) node, and the optical (L0) switch. For the sake of simplicity, we denote as L2 (electronic) both, the Ethernet and the MPLS-TP network sub-layers, whereas we denote as L0 the whole optical layer, which includes the channel sub-layer (TPs) as well as multiplex/transmission sub-layers (L0 switches) [16].

Let us now define the interfaces within the multilayer network architecture. Three types of interfaces are generally considered in every network (sub-) layer (Fig. 1a): i) server interfaces (SI), providing access to a given network layer; ii) network interfaces (NI), connecting nodes in the same network layer. NIs can be physical or logical interfaces as will be described below; and iii) client interfaces (CI), that access the server network layer. Pairs CI-SI between network (sub-) layers, as well as NI-NI in the same network (sub-) layer are connected through an inter-layer or network layer link, which creates the multilayer network topology.

Regarding inter-layer adaptation, we assume that it is performed inside the network nodes; specifically, Ethernet to MPLS-TP and MPLS-TP to the optical layer adaptation are performed inside the MPLS-TP switches, whereas optical (gray) to WDM (colored) adaptation is performed in the optical transponders inside TP nodes. Finally, network connections (LSPs) are created between two nodes in the same network (sub-)layer (Fig. 1b).

Fig. 1c shows an example of a multilayer partially disaggregated data plane. The L2 switch includes Ethernet interfaces (L2-SI), being the access of client traffic to the network. Ethernet frames are tagged creating L2-LSPs that are switched and leave the switch through outgoing L2 virtual links (vlink); note that in such case end NIs are logical interfaces. To access the network, other Ethernet switches or

![Fig. 1. Multilayer partially disaggregated data plane architecture, interfaces, and monitorable data.](image-url)
even IP routers might exist being connected to the MPLS-TP switch through Ethernet client interfaces (L2-CI). The TP node integrates optical transponders, so vlinks are supported by optical connections, i.e., L0-LSPs, in the optical layer.

In the presented model, outgoing L2 traffic leaving the L2 node through a given vlink is first aggregated and then adapted to the optical layer and sent through a L0-CI toward the TP node. The optical signal is converted back to a flow in the electrical domain and injected into an optical transponder that converts the flow to a WDM signal using a predetermined modulation format. The WDM signal is sent to the collocated L0 switch, which includes Wavelength Selective Switches (WSS) and forwards the optical signal through the corresponding WDM interface toward a neighboring L0 switch. When the WDM signal arrives to the remote location, the inverse procedure is performed to bring the electronic flow to the egress L2 switch. From the perspective of the L2 layer, the two end L2 switches appear connected through a L2 link (the vlink).

Each of these interfaces and network layer connections are denoted monitorable components as they can provide monitoring data regarding their performance, when observation points (OP) are activated on them. Table in Fig. 1d details the data that can be retrieved from any of the monitorable components. Specifically: i) incoming/outgoing Ethernet traffic can be monitored in L2-SIs; ii) L2 traffic for the corresponding LSP can be monitored in L2-LSPs; iii) aggregated L2 traffic can be monitored in L2 vlink endpoints (L2-NIs); iv) average optical power can be monitored in L0 interfaces; and v) bit error rate (BER), power, and other parameters of the corresponding L0-LSP can be monitored at the subcarrier module of the transponders.

In addition to transmission and switching devices, network operators are deploying specific monitoring devices that enrich the available monitoring data, as mentioned above. Examples include OSAs and OSCs at the optical layer. Although other configurations are possible without loss of generality, in this paper and we assume that such optical monitoring devices are deployed inside L0 switches to maximize its utilization. In such case, optical spectrum can be obtained from L0-NIs, L0-SIs, and L0-LSPs inside L0 switches, whereas in-line BER can be measured in L0-LSPs also inside L0 switches.

In the case of OSAs, the spectrum of the optical links can be acquired and used to analyze the signal of every single L0-LSP, as proposed in [11]. Algorithms analyzing the optical spectrum can find deviations in the central frequency, which might be as a result of a laser drift problem in the TP node; ii) distortions in the shape of the measured signal, which might be as a consequence of a filter problem in an intermediate L0 switch. Therefore, a simple failure localization procedure can be implemented by retrieving signal diagnosis information from those node-wide algorithms analyzing the spectrum in every L0 switch along the route of an L0-LSP.

A different failure localization procedure can be implemented using OSC devices. By over-modulating the incoming optical signal in the first L0 switch with an OSC$_{TX}$ and measuring the BER in the OSC$_{RX}$ in every other intermediate L0 switch, an algorithm can follow the evolution of the measured BER and compare it against the expected value obtained using an analytical model (e.g., using [17]). Discrepancies between the measured and the expected BER might help localizing failures. The difference between using OSAs and using OSC lies in the way resources are used for the measurements; OSAs are periodically acquiring the optical spectrum of links, whereas a set of OSCs in L0 switches along the route of a given L0-LSP need to be allocated to perform BER measurements. In fact, OSC-based measurement creates continuous streams of BER data that is collected using telemetry.

In conclusion, an MDA system is required to manage networking and monitoring devices, collect measurements and analyze data.

### III. Monitoring and Data Analytics

In this section, we present our architecture to support active and passive monitoring, telemetry, and data analytics assuming partially disaggregated multilayer scenarios. A new YANG data model will be needed to facilitate autodiscovery, monitoring and telemetry operations, including active and passive schemes. Operation of the proposed architecture and data model will be eventually described.

#### A. Architecture

The proposed monitoring and data analytics architecture shown in Fig. 2 consists of a multi-node agent, referred to as **Hypernode**, managed by the centralized MDA system in the control and management plane. The number of hypernodes may vary depending on the size of the network, geographical extension, and/or any other criteria.

Hypernodes are designed to configure monitoring and telemetry, as well as to collect measurements from one or more nodes in the disaggregated data plane. While each node controller usually controls one single node and exposes one single interface toward the SDN controller, hypernodes are designed to be in charge of monitoring and telemetry of a set of nodes. Hypernodes augment extended nodes from [13] and consist of two building blocks, the local configuration module and the local KDD module. The local configuration module is in charge of receiving configuration and exposes a RESTCONF-based [18] North-Bound Interface (NBI) to the MDA system. The NBI is based on a YANG data model that includes two subtrees: i) applications, for configuring the applications in the local KDD module inside the hypernode and ii) nodes, for configuring the underlying nodes. Finally, a number of node adapters (one per node) are used to implement the specific protocols exposed by every node controller for node configuration and for monitoring data collection.

Although we assume that node controllers’ NBIs are based
on a common YANG data model, different protocols for configuration, monitoring, and telemetry might be considered (e.g., NETCONF [19], IPFIX [20], and gRPC-based protocols [21] for configuration, monitoring and telemetry, respectively, NETCONF for everything, or any other combination). For this very reason, node agents include bespoke node adapters implementing specific protocols and function mapping for the underlying node controller.

Regarding the local KDD module, its original scope in the extended nodes was to apply data analytics to the measurements received from the nodes focused on the KDD process. Output of the data analytics procedure was forwarded to the MDA system to implement network-wide control loops; two types of messages are supported: i) IPFIX-based monitoring messages including processed monitoring samples (i.e., values are averaged over the selected monitoring period, e.g., 15 minutes); and ii) through asynchronous notifications using the RESTCONF NBI. Regarding telemetry, measurements are locally processed by specific KDD processes in the hypernode to reduce data exchange with the MDA system. Note that telemetry measurements might be taken in a sub-second basis, so analysis is performed locally in the hypernode and results can be conveyed to the MDA system for decision making.

Similarly to the hypernode, the MDA system has been extended from a similar module described in [13]. Extensions are related to the configuration of the monitoring and telemetry, defined in the new YANG data models. In addition, operational databases (e.g., topology and LSP databases) synchronization from the SDN controller is supported. Full database synchronization, as well as topology or LSP update notifications are now supported. With operational databases synchronized, the CASTOR system is able not only to collate measurements from the nodes (as in [13]), but also to correlate them with the route of a LSP for failure localization purposes. Therefore, more sophisticated procedures can be developed correlating measurements with topology and LSP data.

B. YANG data model and monitoring data

Fig. 3 presents the structure of the proposed YANG data model that is assumed to be supported by every node controller. The model defines two differentiated subtrees with the objective to separate configuration from monitoring and telemetry responsibilities; the SDN controller is focused on the configuration subtree, whereas hypernodes are mainly focused on the monitoring subtree. The configuration subtree includes every programmable or monitorable component in the node, whilst the monitoring subtree includes monitoring capabilities and OPs and it is specifically designed to facilitate autodiscovery by hypernodes.

A key element in the model is the component, representing any configurable or monitorable element in the node and is locally identified by its component-id. Nodes are assumed to feed a data store compliant with this model during bootstrapping, whereas dissemination toward hypernodes and SDN controller can be made per-update notifications or by polling. Although components under the configuration and monitoring subtrees are related, we relax such condition to allow obtaining only the monitoring subtree during the autodiscovery process. In fact, the configuration subtree is not stored in the hypernode to avoid synchronization issues; whenever configuration of some component is required by a KDD application, the local configuration module retrieves it directly from the node controller.

![Fig. 2. CASTOR architecture and interfaces.](image)

![Fig. 3. Proposed YANG data model and examples.](image)
Monitoring/telemetry in monitorable components can be activated by creating and enabling OPs and deactivated by disabling and/or deleting OPs. Monitorable components include a list of tuples with supported monitoring template identifiers (template-id) and the container, e.g., an interface, where measurements will be done (container-component-id). Monitoring templates represent different measurement methods, so each OP is associated to one single monitoring template and interface tuple. We use the template-id to identify the monitoring method used for the measurements, as well as their data structure; specifically, we define the following identifiers: i) template-id 310 identifies monitoring of BER and optical power in the transponders; ii) template-id 330 identifies optical spectrum monitoring performed by OSAs, which send sequences of tuples <frequency, optical power>; iii) template-id 340 identifies OSCRX devices that report heartbeat/keepalive messages; and iv) template-id 350 identifies OSCBX devices that send estimated BER values.

The monitoring subtree includes also every existing OP (enabled, e.g., performing measurements or disabled). Specifically, the ability to enable and disable existing OPs supports allocation of monitoring devices in active monitoring schemes. Nodes are expected to allocate monitoring resources by translating tuples <component-id, template-id, container-component-id> into device-specific commands. Observation domain/point identifiers are internal identifiers used by KDD processes inside hypernodes to isolate different datasets, and they are included in monitoring messages. Multiple OPs can be defined for a single component, each reporting monitored data formatted as per the selected supported template.

Fig. 3 presents an example for a lightpath (L0-LSP): configuration parameters include, but are not limited to, modulation format, bit/baud-rate, and the allocated frequency slot specified by central-frequency and slot-width parameters. In the monitoring subtree, components include two relevant attributes: i) monitorable-element (“what”), which is used for correlation purposes between the operational databases in the SDN controller and the MDA system; and ii) monitorable-capabilities containing a set of pairs with the supported template-id (“how”), representing the monitoring method that such component supports in the specific container component, identified by its container-component-id in the network node (“where”). For illustrative purposes all the templates have been included in Fig. 3, but only those supported by the component in the network node will be advertised. Finally, an OP is currently active; specifically, L0-LSP0 is being monitored in interface L0-N1/0 using an OSA.

C. Operation

Fig. 4 presents the three basic workflows supported: i) autodiscovery, ii) LSP set-up and monitoring / telemetry activation, and iii) KDD process. These basic workflows will be part of the use cases presented and experimentally demonstrated in the following sections. Additionally, the workflows give insight of the internal relations in the hypernodes, which are represented by the local KDD and the local config internal blocks. Each exchanged message is identified with a number that is relative to the workflow it belongs to; note that numbers are reset in every workflow.

The autodiscovery workflow is initiated by the CASTOR MDA system at startup, when the operational databases are retrieved from the SDN controller, as well as by the SDN controller after a new node has been added to its topology database. In the second case, a notification is sent to the CASTOR MDA system (message 1), which updates its topology database and request the corresponding hypernode to start the autodiscovery process (2); specifically, the node-id and the parameters for configuration, monitoring, and telemetry are needed to start the autodiscovery process. Upon the reception of the start autodiscovery message, the local configuration block in the hypernode instantiates a new node agent with the specific adapter, which connects to its peer node controller to get the current Monitoring subtree status (3) that is sent back to the MDA system (4).

The LSP set-up and monitoring/telemetry activation workflow is triggered by a request to the SDN controller (message 0). After computing the specific routing algorithm (e.g., the routing, modulation, and spectrum allocation -RMSA-algorithm for L0-LSPs [14]), the SDN controller sends configuration messages (1) to the node controllers along the route of the LSP specifying a set of parameters, e.g., the spectrum allocation in the case of a L0-LSP; additionally, the LSP symbolic name is added to the configuration message so it can be used as identifier in future messages. When the LSP has been finally set-up, a notification is sent to the CASTOR MDA system (3) containing the route of the LSP, configuration parameters and symbolic name; however, the LSP needs to be also discovered by the hypernodes so as to ensure the proper data synchronization. To that end, node controllers notify the corresponding hypernodes about resources allocated for a new LSP, identified by its local identifier and the identifier received from the SDN controller (2). In this case, the hypernode needs to obtain from the node controller the monitoring subtree for the specific LSP and the node controller replies with the set of pairs <template-id, container-component-id> supported for such LSP (4). Next, the hypernode sends a notification toward the MDA system announcing that a new LSP has been discovered; the notification includes the SDN controller identifier for the LSP, the local identifier and the monitoring capabilities (5); the notification is correlated with the one received from the SDN controller. Next, the MDA system creates and activates a subset of OP) for the LSP (6). Requests to create and activate OPs are sent to the node controllers (7). In the local KDD, OP handlers, called Observation Groups (OG) are created inside a KDD application to collect, analyze, and aggregate measures from a set of OPs (8); once an OG has been created, add/remove OPs messages can be issued. The hypernode replies the MDA system once the creation and activation processes are completed (9).

Once OPs are activated, monitoring/telemetry data is
received and can be analyzed to discover patterns. The KDD process workflow starts when new measurements are received in the hypernode (message 1); monitoring data records are analyzed by the corresponding process in a KDD application and, when a certain pattern is detected, the process asks the local config block in the hypernode (2) to interrogate the node controller about the current configuration of some components (3). The KDD process analyzes the received component configuration to find whether it can be modified and notifies the MDA system about the discovered pattern; a suggestion of parameter tuning might be included in the notification as a result of the configuration analysis (5). With such notification, the MDA system can make decisions, including suggesting a reconfiguration to the SDN controller.

IV. USE CASES

In this section, we consider the architecture proposed above and apply the defined workflows on a multilayer scenario. Here, we assume that the topology has been already discovered and systems are synchronized. The use cases use a L2 vlink supported by a L0-LSP. The evolution of the BER in the supporting L0-LSP is monitored in the hypernode and in every L2 vlink supported by a L0-LSP. The evolution of the BER in discovered and systems are synchronized. The use cases use a L0-LSP set-up and monitoring activation (messages 0-7) and then, the vlink is created between the two end L2 switches (messages 8-14). Monitoring is automatically activated for both, the L0-LSP and the vlink.

The L0-LSP set-up and monitoring activation phase is based on the generic LSP set-up workflow described in the previous section. The only particularities are that the involved nodes are TP and L0-switches. The parameters that are included in messages (1) and (3) are those related to the optical layer, such as central frequency (fc), slot width (bw), modulation format, etc. Regarding monitoring capabilities, the TP node controller reports that the L0-LSP can be monitored in the transponders (template-id 310), whereas the L0 switch controller reports that it supports OSA monitoring (template-id 330), as well as OSC active monitoring (template-id 340 and 350). Finally, the MDA system decides to create and activate OPs related to transponders and OSA; note that active monitoring entails resource reservation and it will be activated on-demand when needed for failure localization.

The vlink creation and monitoring activation phase is based also on the workflow described in the previous section. In this case, the parameters needed for the creation are the two end points and the capacity (bw). In this case, the involved nodes are the end L2 switches that report L2 traffic monitoring capabilities (template-id 256) and OPs are automatically created and activated.

A. L2 virtual link creation

The workflow for a L2 vlink creation supported by a L0-LSP (WF1) is presented in Fig. 5. The workflow consists of two phases: first a L0-LSP between two end TP nodes is set-up (messages 0-7) and then, the vlink is created between the two end L2 switches (messages 8-14). Monitoring is automatically activated for both, the L0-LSP and the vlink.

The workflow for a L2 vlink creation supported by a L0-LSP (WF1) is presented in Fig. 5. The workflow consists of two phases: first a L0-LSP between two end TP nodes is set-up (messages 0-7) and then, the vlink is created between the two end L2 switches (messages 8-14). Monitoring is automatically activated for both, the L0-LSP and the vlink.
B. L0/L2 self-configuration

Once the vlink is in operation, L0 LSPs can be set-up using its available capacity and monitoring data records are collected and analyzed by the hypernodes. Fig. 6 presents the workflow (WF2) for this use case that is divided into two phases: BER degradation detection (messages 1-3 in Fig. 6) and multilayer re-configuration (messages 4-10).

The BER evolution is analyzed for the L0-LSP (1), so a workflow similar to the KDD process described in the previous section is followed. In case that BER degradation is detected, the KDD process requests the current configuration to the TP node controller, where in this case includes the optical parameters configured at set-up time, including the modulation format (2). Let us assume that the QAM-16 modulation format is currently used for the L0-LSP; thus, changing the modulation format to QPSK would improve the quality of transmission, which would eventually reduce the BER. In consequence, the KDD process issues a notification to the MDA system reporting the high BER detected and includes the change to the QPSK modulation format as recommended action (3).

In case that upon the notification reception the MDA system follows the recommended action, it sends a notification to the SDN controller recommending the change in the modulation format of the L0-LSP (4). In view of that, the SDN controller follows an internal policy to first reduce the capacity of any L2-LSP using the affected vlink (traffic shaping is re-configured in the ingress L2 switch of the LSPs) (5), then it reduces the capacity of the vlink in the end L2 switches (7), and it finally changes the modulation format of the supporting L0-LSP in the end TP nodes (9). The SDN controller informs about the changes to the MDA system (messages 6, 8, and 10).

C. L0 self-healing

Let us assume now that when the notification with the BER degradation detection (message 3 in Fig. 6) is received in the MDA system, the recommended action to change the modulation format is not followed and a procedure to localize the failure affecting the L0-LSP is triggered instead. Fig. 7 presents the failure localization procedure at the optical layer (4-13) and the L0-LSP re-routing excluding the identified optical link (14-20).

The failure localization procedure is triggered when the notification with BER degradation detection is received in the MDA system. We assume now that, in contrast to the previous use case, a specific procedure for failure localization is available as one of the data analytics processes in the data processor module in the MDA system (see Fig. 2). The failure localization procedure requests signal diagnosis to every hypernode in charge of a L0 switch in the route of the L0-LSP. A KDD process is in charge of analyzing the optical spectrum of the LSP using the received OSA data records from the local L0 switch (4); the received answers allows the MDA system to determine the cause of the failure (e.g., filter misconfiguration, laser drift, or other), as well as to localize the failure [11]. To confirm the localization of the failure, the procedure might decide to use the OSC monitoring devices to measure the BER along the route of the L0-LSP. To that end, it requests the hypernodes with OSC devices in the route of the L0-LSP to reserve an OSCRX (in the first node) or an OSCTX (in the rest of the nodes) by creating OPs with \texttt{template-id} $340/350$ in the corresponding container components (5) and in turn, hypernodes request the creation of the OPs (reserving the OSC devices) to the local L0 switch controller (6). When all the confirmations of the devices reservation arrive in the MDA system, OP activation is performed (7 and 8). Note that in this workflow, OP creation and activation is dissociated since monitoring devices need to be first reserved. Once OPs are activated, telemetry is used to send a continuous data stream with BER measurements to the hypernode (9); the corresponding KDD process analyzes the
telemetry data and reports the MDA system (10). The measured BER is compared to the expected BER computed analytically; this allows finding divergences between expected and measured BER, thus localizing the failure. Once the failure is localized, the OPs are deleted, so the OSC devices are released (11 and 12). Assuming that both localization methods return the same failure localization, e.g., in a link due to high noise in an optical amplifier, a notification is sent to the SDN controller informing about BER degradation in the L0-LSP with the suggested action to reroute the LSP excluding the identified link (13).

Upon the reception of the notification, the SDN controller follows the recommended action and finds an alternative route for the degraded L0-LSP. Note that more than one L0-LSP might be affected by the degradation in the link (this actually depends on the BER thresholds configured for each L0-LSP), so a planning tool might be used to compute optimal rerouting for the set of affected LSPs [23]. Once the route of the LSPs are determined, a similar workflow as the one for LSP set-up is followed and OPs are created in the L0 switches entering in the new route and deleted from those leaving the route.

V. EXPERIMENTAL RESULTS

This section is devoted to the experimental demonstration of the workflows defined in Section IV. The experiments have been carried out in the UPC’s SYNERGY testbed. The scenario consists of a CASTOR MDA system and the ONOS SDN controller [24] in the control and management plane and a number of network locations each with an hypernode in charge of one local L2 switch, TP node, and L0 switch. CASTOR MDA and hypernodes, as well as node controller emulators have been developed in Python, where node controller emulators expose a NETCONF NBI based on the YANG data model presented in Section III.B. Communication between MDA system and ONOS is performed through an ad-hoc, bidirectional REST API.

A. Starting procedure and autodiscovery

Before workflows in Section IV can be demonstrated both ONOS and node controllers are started, so that the network is in operation. After starting hypernodes in the network locations and the MDA system in the control and management plane, an autodiscovery workflow (see Section III.C) needs to be carried out for synchronization purposes. This workflow is run each time a new node is added to ONOS. Fig. 8 presents a capture with the exchanged messages for X1 L0 switch autodiscovery; message numbering is consistent with that in Fig. 4. Remote Procedure Calls (RPC) are used in RESTCONF and NETCONF interfaces to facilitate data access, as shown in messages (2-3).

B. Virtual link creation

Fig. 9 shows the exchanged messages for the creation of a L2 vlink between switches in locations 1 and 7; message numbering is consistent with that in Fig. 5, where only messages exchanged for location 1 are shown. Although notifications through the RESTCONF interface (messages 5 and 12 in Fig. 9) are not properly shown in the capture (Wireshark cannot parse HTTP event-streaming), their contents are properly decoded by the MDA system. OSAs are continuously acquiring the optical spectrum in the corresponding outgoing link, and when an OP is activated for a L0-LSP (message 7 in Fig. 9), its spectrum is encoded and sent in IPFIX messages using templateId 330, which includes a subTemplateList field to convey a structured list of data records [20]. This field is really convenient to encode optical spectrum data, since it allows including an ordered list of tuples <frequency, power>; Fig. 10 presents the details of IPFIX messages for OSA monitoring.

The complete workflow WF1 was executed in less than 1 second, considering message exchange and control and management plane time, i.e., excluding device configuration.
C. L0/L2 self-configuration

Fig. 11 shows the exchanged messages for WF2, when high BER is detected in the L0-LSP supporting the vlink between locations 1 and 7; message numbering is consistent with that in Fig. 6, where messages exchanged for locations 1 and 8 (ingress L2 switch of an L2-LSP using the vlink) are shown.

Fig. 12 plots the evolution of the overall L2 traffic through the vlink, as well as the individual traffic of each (two in this case) L2-LSP traversing it; the capacity of the vlink is also shown for reference. As a result of traffic shaping in the ingress of the L2-LSPs, its traffic is limited to half of the original one, which reduces the total traffic through the vlink. The capacity of the vlink is eventually reduced.

As mentioned in Section IV.B, we are considering an operational scheme in which all L2-LSPs are proportionally reshaped upon L0-LSP capacity changes. It is worth mentioning that bandwidth of any L2-LSP cannot fall behind the minimum bandwidth guarantees (sometimes referred to as committed information rate, or CIR) according to the associated service-level agreement (SLA) [25]. Otherwise, other mechanisms like L2 rerouting must be used to avoid CIR/SLA violation. In this regard, commercial devices allow different configurations of L2-LSPs depending on how vlink bandwidth is divided among them: absolute (e.g., 10 Gb/s) or proportional (e.g. 10% of vlink capacity). In our use case, we consider that bandwidth of L2-LSPs is defined following the absolute syntax, which is the reason why L2-LSP reconfiguration (5) is performed before vlink reconfiguration (7), to avoid the sum of CIRs to exceed total vlink capacity.

D. L0 self-healing

Fig. 13 shows the exchanged messages for WF3; message numbering is consistent with that in Fig. 7, where only messages exchanged for location 1 are shown. This workflow uses active and passive monitoring techniques for failure localization purposes. Fig. 14a presents the route of the L0-LSP established from TP-1 to TP-7 supporting the vlink between L2Sw1 and L2Sw7. In particular, the architecture of L0 switches is shown in Fig. 14a, where pools of OSAs, each acquiring the whole C-band of an outgoing L0-NI, as well as pools of OSCs with OSC\text{TX} and OSC\text{RX} are available.

When the MDA system is notified upon BER degradation detection in TP1 (message 3 in Fig. 13), it decides to run the failure localization procedure before notifying the SDN controller. To that end, the hypernodes along the route of the L0-LSP are interrogated to get a diagnosis of the spectrum of the optical signal received from the OPs activated in the OSAs (4). Fig. 14b-c present two different failure cases, where graphs plotting the optical spectrum were captured in X1, X2, X5, and X3 L0 switches. Fig. 14b reproduces the case where a filter shift failure happens in X5; note that the signal is asymmetrically filtered before the OSA in X5, thus pointing out a misconfiguration of a WSS in such node (WSSs within the red box in Fig. 14a). In this case, a specific procedure could be followed to solve the WSS misconfiguration. Fig. 14c reproduces the case where no filtering problem is detected in the intermediate nodes. In such case, OSAs monitoring cannot localize the failure and OSC-based active monitoring can be used as an alternative.

Recall that OSC-based active monitoring requires to reserve OSC resources in the intermediate L0 switches (i.e., X2, X5, X3, and X7); in particular, one OSC\text{TX} is strictly needed. Assuming that OPs are created (OSC resources are reserved) and activated (5-8), a gRPC-based telemetry data stream is created from every L0 switch controller toward the local
hypernode with the estimated BER from the measurements performed on the low-speed signal (9); OSCRX produces BER data records at a sub-second rate. Telemetry data is analyzed by the corresponding KDD process in the hypernode to produce average BER values that are sent to the MDA system (10). Fig. 14d presents an overall chart with BER estimations received from OSCRX and expected BER values computed using analytical models. In view of the different slopes in the segment X5 to X3, it can be concluded that something happens in such optical link (e.g., high noise generated by some optical amplifier).

Fig. 14. Illustrative scenario for failure localization: (a) physical route for a reference lightpath; (b) OSA traces for a filter-shift event in X5; (c) OSA traces for an in-line amplifier problem in X5-X3; and (d) OSC measures for the same event as in (c).

VI. CONCLUSIONS

An architecture for operation of autonomic operation of multilayer disaggregated networks, has been presented; the architecture is based on the combination of SDN controllers and MDA systems. On the one hand, the SDN controller enables programmability of the network not only in terms of provisioning of connectivity services, but also in terms of reconfiguration. On the other hand, the MDA system provides a distributed platform for network intelligence processes based on monitoring data analytics. Together, these two entities may enable the deployment of production-ready autonomic (self-managed) multilayer networks. Note that hypernodes enable such data analysis distribution, which brings many benefits such as: i) the reduction of detection times for failures and anomalies, the reduction; ii) the reduction of data conveyed to the centralized MDA system; iii) the improvement in the scalability of the control and management architecture, etc.

Here, we consider a disaggregated data plane composed by three types of network devices: MPLS-TP switches, optical transponder nodes, and optical switches. Aiming at identifying candidate components in which measure performance, a reference multilayer MPLS-TP-over-optical network architecture has been introduced, where intra-layer and inter-layer reference interfaces has been defined. Although network devices are usually able to perform measurements on those reference interfaces, dedicated monitoring devices can be used to enrich such measurements.

Besides, the architecture is complemented with a YANG data model specifically designed to manage monitoring, focused on separating responsibilities for monitoring configuration and network configuration when accessing the node controllers. General workflows that combine the above elements were presented, including autodiscovery, LSP set-up and OP creation and activation, monitoring and KDD process.

To demonstrate the concepts presented in the paper, three workflows were defined based on the generic ones and experimentally demonstrated. Firstly, a virtual link supported by an L0-LSP was created. Upon detection of BER in the L0-LSP, two different workflows were presented for multilayer self-configuration and optical self-healing, including a failure localization procedure based on the combined use of passive and active optical monitoring/telemetry using OSA and OSCs. It was demonstrated that OSA and OSC monitoring/telemetry provide complementary views, and their combined use increased accuracy of failure localization.
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